
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 4, Apr. 2023                1162 
Copyright ⓒ 2023 KSII 

 
http://doi.org/10.3837/tiis.2023.04.007                                                       ISSN : 1976-7277 

Predicting Urban Tourism Flow with 
Tourism Digital Footprints Based on Deep 

Learning  
 

Fangfang Gu1, Keshen Jiang1, Yu Ding2 and Xuexiu Fan3* 
1 College of Economics and Management 

 Nanjing University of Aeronautics and Astronautics 
Nanjing 211106, China  

[e-mail: gff_0817@163.com, jiangksh@126.com] 
2 College of Artificial Intelligence 
Nanjing Agricultural University 

Nanjing 210095, China  
[e-mail: yuding@njau.edu.cn] 

3 School of Foreign Language and International Business 
Guilin University of Aerospace Technology  

Guilin 541004, China  
[e-mail: helen-f@nuaa.edu.cn] 

* Corresponding author: Xuexiu Fan 
 

Received February 26, 2023; revised March 27, 2023; accepted April 10, 2023;  
published April 30, 2023 

 
 

Abstract 
 

Tourism flow is not only the manifestation of tourists’ special displacement change, but also 
an important driving mode of regional connection. It has been considered as one of 
significantly topics in many applications. The existing research on tourism flow prediction 
based on tourist number or statistical model is not in-depth enough or ignores the nonlinearity 
and complexity of tourism flow. In this paper, taking Nanjing as an example, we propose a 
prediction method of urban tourism flow based on deep learning methods using travel diaries 
of domestic tourists. Our proposed method can extract the spatio-temporal dependence 
relationship of tourism flow and further forecast the tourism flow to attractions for every day 
of the year or for every time period of the day. Experimental results show that our proposed 
method is slightly better than other benchmark models in terms of prediction accuracy, 
especially in predicting seasonal trends. The proposed method has practical significance in 
preventing tourists unnecessary crowding and saving a lot of queuing time.  
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1. Introduction 

The generation and development of big data has rapidly occupied all fields of social 
production and other activities, forming various forms of display types such as text, photos, 
audio clips, videos and so on. More and more tourists choose to tour with the help of the 
Internet, instead of the traditional way of tourism activities [1,2]. As an important way of life 
and social economic activity in modern society, tourism has been deeply "branded" by Internet 
big data [3]. 

Tourism flow refers to the one-way or two-way flow of tourist flow, material flow, energy 
flow, cultural flow between tourism destinations or within the destination [4-6]. As an 
important form of interaction and interconnection between tourist source and destination, 
tourism flow has always been one of the core issues of tourism research [7,8]. The tourism 
flow is not only an important prerequisite for obtaining the precise trajectory of tourists at the 
scenic scale, but also the original power and core expression formed by the urban internal scale 
based on spatial organization and the regional scale based on the close relationship between 
socio-economic and tourism activities. However, it is an important problem of obtaining 
tourism flow data which restricting tourism research [9]. In previous studies, as lack of long-
term fine-grained spatiotemporal data [10], scholars usually choose tourist number to represent 
tourism flow, which directly leads to the research on tourism flow is not in-depth enough. With 
the continuous development of Internet technology, more and more tourists choose the Internet 
to express the tourism process and experience [11], forming a wide range of network 
information, which constitutes a digital footprint. Tourism digital footprint is a concrete 
manifestation of tourism behavior [12]. With the increasing improvement of big data analysis 
methods, tourism digital footprint has become a hot research topic for tourism scholars [13-
15]. At the same time, since the flow occurs on different time and space scales, it usually 
produces different network spaces and complex networks composed of different nodes and 
networks. It is these nodes and sub-networks with different levels that play different roles 
prompt the flow network to show different flow characteristics and flow laws. 

For the forecast of tourism, scholars have used the time series models and the econometric 
models [16-19]. However, these statistical models are mostly based on linear assumptions, 
ignored of the nonlinearity and complexity exhibited by the tourism flow, so its prediction 
accuracy is poor. Therefore, how to capture the spatial and temporal dependencies of tourism 
flow is a great challenge. With the rapid development of artificial intelligence, deep learning 
methods have provided new vitality for tourism prediction. Deep learning constructs complex 
nonlinear network structures by modeling from the perspective of time and space, so as to 
better represent the rich change laws inherent in transactions [20], and has been widely used 
in many fields. Koprinska et al. [21] investigated the application of convolutional neural 
networks for energy time series forecasting. Huang et al. [22] used Graph Convolutional 
Neural Network (GCN) and gated recurrent unit to predict the daily demand of hotels. Huang 
et al. [23] proposes Spatio-Temporal Graph Convolutional Neural Network based on Periodic 
Component (Periodic ST-GCN) to predict the passenger glide at public transportation stations. 
Among the existing articles, few have pulled deep learning methods into the tourism flow 
prediction Consequently how to combine deep learning and tourism flow forecasting depth 
needs to be studied urgently. 

Based on this, combined with deep learning methods such as GCN and Convolutional 
Neural Network (CNN) models, this study uses the travel diaries of domestic individual 
tourists in Nanjing collected by the "Octopus Collector" to discover and reveal the process and 
regular characteristics of tourist flow, furthermore, it also predicts urban tourism flow. The 
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results show that: compared with common prediction models, the model proposed in our paper 
effectively improves the accuracy of urban tourism flow prediction. 

2. Related Work 

Tourism flow has always been an important research topic in the field of tourism [3,24]. Multi-
disciplinary and multi-perspective communication and interaction promote the deepening of 
research, involving a wide range of research content, from the initial qualitative transformation 
to quantitative, and then to the combination of qualitative and quantitative transformation 
process. Throughout the research on tourism flow, we can found that the research content 
mainly focuses on the theoretical system of tourism flow, tourism flow scale, flow spatial 
pattern, flow influencing factors and so on [25-28]. The above research provides a good basis 
and material for the further study of tourism flow, but objectively, it can also be seen that the 
research on tourism flow relies more on questionnaire collection or statistical data [29,30]. 
Tourist flow is a dynamic process of change, which should not only be reflected in the results 
of flow, but also pay attention to the process analysis and the prediction of flow, which 
provides a new direction and perspective for the study of tourism flow. In the era of “Internet 
+” tourists prefer to share their travel diaries on the social media platform, which forms the 
tourism digital footprints [31]. As an electronic trace with geotag or location information 
formed by tourists' activities, tourism digital footprint can reflect the spatial movement of 
tourists in tourist destinations, and enable scholars to identify the spatial structure and 
evolution law of tourism flow with space as the entry point. 

Traffic flow prediction, which is like tourism flow structure, has achieved some research 
results due to its important role in people's livelihood. In recent years, spatiotemporal models 
combining GCN and Recurrent Neural Network (RNN) have become a research hotspot in 
traffic prediction and have made significant progress [32,33]. Deep learning has attracted 
much attention due to its advantages in capturing nonlinear and complex patterns. Many deep 
learning methods have been applied to traffic prediction, such as RNN based on sequence 
prediction to predict traffic flow. However, RNN suffer from short-term memory problems. 
So, researchers have turned to the Long Short-term Memory Network (LSTM) and the Gated 
Recursion Unit (GRU) [34-37]. Although these models can capture the temporal correlation 
in traffic flow, researchers gradually realize the importance of spatial correlation and improve 
the prediction accuracy by introducing CNN to extract spatial information and combining it 
with LSTM. Since CNN are designed for Euclidean Spaces such as images and grids, they 
have limitations in transportation networks with non-Euclidean topologies, and thus cannot 
essentially characterize the spatial dependence of traffic flows. Emerging GCN is dedicated to 
dealing with network structure, which can better simulate the spatial dependence of road 
segments on the traffic network [38,39]. 

Based on the above research, scholars have carried out a series of studies on the application 
of digital footprint in tourism flow. However, these studies lack the analysis of exploring the 
tourists flow from temporal and spatial perspective, and moreover, lack the research on the 
prediction of tourism flow using big data. Therefore, this paper uses the collected travel diaries 
samples to mine the tourism spatial information of individual tourists in Nanjing, and uses the 
deep learning method to analyze the spatio-temporal dynamic changes from the perspective of 
tourists' behavior, and predicts the future tourism flow, as to provide some theoretical 
reference for urban tourism. 
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3. The Proposed Method 

Tourist flow prediction of tourism nodes requires deep learning of temporal and spatial 
features. In this section, a model including spatial graph convolution network and temporal 
convolution network is constructed to study the spatial dependence of tourism nodes and the 
changes of characteristics at different time points, to achieve the prediction of passenger flow 
volume at future time points. 

3.1. Tourist flow forecasting problem definition 

To analyze the spatio-temporal characteristics of Nanjing's tourism flow and predict the tourist 
flow, this paper defines the network structure of Nanjing tourist attractions as graph 𝐺𝐺 =
(𝑉𝑉,𝐸𝐸). 𝑉𝑉 = (𝑣𝑣1, 𝑣𝑣2,⋯ , 𝑣𝑣𝑁𝑁) is a vertex set that represents N travel nodes in the sample travel 
diary. E is the set of edges, 𝑒𝑒𝑖𝑖𝑖𝑖 = (𝑣𝑣𝑖𝑖, 𝑣𝑣𝑖𝑖) ∈ 𝐸𝐸 means that𝑣𝑣𝑖𝑖  and  𝑣𝑣𝑖𝑖are neighbors in the 
graph. The adjacency matrix 𝐴𝐴 ∈ 𝑅𝑅𝑁𝑁×𝑁𝑁 represents the connection relationship between the 
tourism nodes. As shown in Fig. 1, the corresponding position value of the adjacency matrix 
is 0 to indicate that there is no tourist flow between the two tourism nodes corresponding to 
the sample data, and the corresponding position value of the adjacency matrix is 1 to 
demonstrate that there are tourist traveling between the two tourism nodes. Hence, it can be 
expressed by the formula: 
 

�
𝐴𝐴𝑖𝑖𝑖𝑖 = 1 , 𝑖𝑖𝑖𝑖 𝑒𝑒𝑖𝑖𝑖𝑖 ∈ 𝐸𝐸
𝐴𝐴𝑖𝑖𝑖𝑖 = 0, 𝑖𝑖𝑖𝑖 𝑒𝑒𝑖𝑖𝑖𝑖 ∉ 𝐸𝐸

  (1) 

 
The tourist flow volume data of each tourism node is represented as the graph signal on the 

graph. Let 𝑥𝑥𝑡𝑡  denotes the features of Nanjing tourism nodes for the time interval. The 
characteristics of all nodes within the time interval 𝑡𝑡 are 𝑥𝑥𝑡𝑡 ∈ 𝑅𝑅𝑁𝑁×𝐷𝐷�, where 𝑁𝑁 represents 
the number of tourist nodes and 𝐷𝐷� denotes the characteristic dimension of each node. Tourist 
flow includes the number of inflow and outflow, and we then add the four features of historical 
popularity, landscape area, distance to city centre and month popularity to the tourist nodes, 
so 𝐷𝐷� = 6. The method of tourist flow prediction is to learn a function 𝑖𝑖(⋅), which can predict 
the graph signal of the next time step 𝑇𝑇: 

 [𝑋𝑋𝑡𝑡−𝑆𝑆:𝑡𝑡 ,𝐺𝐺] →
𝑓𝑓(⋅)

[𝑋𝑋𝑡𝑡+1:𝑡𝑡+𝑇𝑇] (2) 

where 𝑋𝑋(t-𝑆𝑆):𝑡𝑡   and 𝑋𝑋t+1:𝑡𝑡 +𝑇𝑇 ∈ 𝑅𝑅𝑁𝑁×𝐷𝐷�×𝑇𝑇 , 𝑆𝑆  refers to the historical time step and 𝑇𝑇  

indicates the forecast time step. 
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Fig. 1. Graph adjacency matrix A. 

3.2 Framework of tourist flow prediction model 

The tourist flow of tourism nodes not only has the attribute of time dimension, but also has a 
strong dependence on the distribution of tourism nodes in the city, that is, the spatial structure. 
In order to obtain temporal and spatial characteristics, as shown in Fig. 2, we construct a tourist 
flow prediction model that includes temporal convolution and spatial convolution, which 
consists of stacked multiple spatio-temporal convolutional layers and two fully connected 
layers. The spatio-temporal convolutional layer includes the Temporal Convolutional Network 
(TCN) module and GCN module. The selected travel diary samples with a time span of one 
year are divided into 12 moments by month. For example, 𝑥𝑥1 represents all the characteristics 
of tourism nodes from July to August, and 𝑥𝑥12 represents all the characteristics of nodes from 
June to July of the next year. Firstly, the time series feature 𝑋𝑋 = [𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥12]is input into 
the temporal convolution network, and the processed time series feature 𝐻𝐻(𝑋𝑋) is obtained 
through extended causal convolution, which is used as the input 𝐻𝐻(𝑙𝑙)of the graph convolution 
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network in Equation (6). In summary, the spatio-temporal feature sequence is extracted 
through the spatio-temporal convolutional layer, and then input it into the fully connected 
network to predict the passenger flow at time 𝑇𝑇 in the future. 

 
Fig. 2. (a): Architecture of the tourist flow prediction model. (b): Gated TCN schematic 

diagram. Where 𝑁𝑁 is the number of tourism nodes in the sample, and 𝑛𝑛 is the number of spatio-
temporal convolution layers. 

3.3 Temporal feature extraction 

The TCN module in this paper is based on the Gated Tanh Unit, which is divided into two 
parallel temporal convolution layers, TCN-a and TCN-b, as shown in the Fig. 2. TCN-a is a 
linear convolution with tanh activation function, TCN-b is the gating part, which controls what 
information can be passed to the next layer through sigmoid function. Given the characteristics 
𝑋𝑋 = [𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑡𝑡] of tourism nodes at each time 𝑡𝑡 as input, the convolution of the hidden 
layer can be expressed as: 
 𝐻𝐻(𝑋𝑋) = 𝑡𝑡𝑡𝑡𝑛𝑛ℎ(𝑋𝑋 ∗ 𝜃𝜃1 + 𝑏𝑏) ⊗𝜎𝜎(𝑋𝑋 ∗ 𝜃𝜃2 + 𝑐𝑐) (3) 

where 𝜃𝜃1 , 𝜃𝜃2 , 𝑏𝑏 and 𝑐𝑐 are learnable parameters of the model, 𝑔𝑔(⋅) is the activation 
function of the output layer, 𝜎𝜎 is the sigmoid function that maps any number between 0 and 
1, ⊗ is the element-wise product between matrices. 

Recurrent neural network (RNN) is generally used to process time series data, which can 
learn the dependence of time dimension, but with the increase of time, RNN will generate the 
problem of gradient disappearance or gradient explosion, and our TCN based on CNN model 
adopts dilated causal convolution to help alleviate these problems. Moreover, dilated 
convolution can exponentially expand the receptive field, making CNN capture long-term 
dependence with fewer layers. As shown in the Fig. 3, the causal convolution at time t of each 
layer is obtained by the corresponding value at time 𝑡𝑡 of the previous layer and the value 
before it. Dilated convolution is to inject cavities on the basis of standard convolution map to 
increase reception fields. Suppose that is a filter 𝐹𝐹 = (𝑖𝑖1,𝑖𝑖2,⋯ ,𝑖𝑖𝐾𝐾) , sequence 𝑋𝑋 =
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(𝑥𝑥1,𝑥𝑥2,⋯ , 𝑥𝑥𝑡𝑡), the causal convolution and dilated convolution with dilatation rate of 𝑑𝑑 at 𝑥𝑥𝑡𝑡 
are respectively as follows:  
 (𝐹𝐹 ∗ 𝑋𝑋)𝑥𝑥𝑡𝑡 = ∑ 𝑖𝑖𝑘𝑘𝑥𝑥𝑡𝑡−𝐾𝐾+𝑘𝑘𝐾𝐾

𝑘𝑘=1  (4) 

 (𝐹𝐹 ∗𝑑𝑑 𝑋𝑋)𝑥𝑥𝑡𝑡 = ∑ 𝑖𝑖𝑘𝑘𝑥𝑥𝑡𝑡−(𝐾𝐾−𝑘𝑘)𝑑𝑑
𝐾𝐾
𝑘𝑘=1  (5) 

where 𝑑𝑑 is a hyperparameter dilation rate, which refers to the number of kernel intervals, 
and dilatation rate is equal to 1 in standard CNN. 𝐾𝐾 is the size of the convolution kernel that 
determines the number of inputs selected. 

 

 

Fig. 3. A general framewor of TCN. 

 

3.4 Spatial feature extraction 

Because of the limitation of traditional CNN for supplied data, only Euclidean data with spatial 
rules can be received and further processed. Graph and manifolds, for instance, input of non-
Euclidean data, are challenged to be operated by convolution because of their non-translational 
invariance and inconsistent number of neighbor nodes. To this end, Kipf et al. proposed the 
GCN, which applies convolution operations to the graph structure to better extract the implicit 
spatial relationships in the graph. Fig. 4 is a hidden structure of the graph convolutional 
network used herein. In our model, the sequence feature 𝐻𝐻 ∈ 𝑅𝑅𝑁𝑁×𝐷𝐷�×𝐿𝐿�  and the adjacency 
matrix 𝐴𝐴 ∈ 𝑅𝑅𝑁𝑁×𝑁𝑁 on the time series of the tourism node graph are used as inputs to GCN, 
where 𝑁𝑁 is the number of tourism nodes,  𝐷𝐷� is the dimension of the feature, which is 6, 
and 𝐿𝐿� represents the sequence length. 
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Fig. 4. A general framework of GCN. 

The calculation formula of graph convolution is given in GCN, as shown in Equation (6), 
where 𝐻𝐻(𝑙𝑙)  represents the feature vector of the node at the 𝑙𝑙 layer, which is the feature 
sequence convolved by the TCN module. 𝐻𝐻(𝑙𝑙+1) constitutes the feature vector of the node at 
the 𝑙𝑙 + 1 layer after convolution, 𝑊𝑊(𝑙𝑙)  represents the convolution parameter at the 𝑙𝑙 layer, 
and 𝛿𝛿 represents the activation function. 𝐷𝐷 ∈ 𝑅𝑅𝑁𝑁×𝑁𝑁 is the degree matrix of the graph, and 
all other elements except the diagonal are 0. The diagonal values are calculated as Equation 
(7). 𝐷𝐷𝑖𝑖𝑖𝑖 indicates the number of nodes connected to node 𝑖𝑖. The part composed of matrices 
𝐴𝐴 and 𝐷𝐷 is a kind of Laplace matrix. 𝐼𝐼𝑁𝑁 is the identity matrix, that is, the matrix whose 
diagonal is 1 and others are 0. 

 𝐻𝐻(𝑙𝑙+1) = 𝛿𝛿(𝐷𝐷�−
1
2�̃�𝐴𝐷𝐷�−

1
2𝐻𝐻(𝑙𝑙)𝑊𝑊(𝑙𝑙)) (6) 

 𝐷𝐷𝑖𝑖𝑖𝑖 = ∑ 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖 , �̃�𝐴 = 𝐴𝐴 + 𝐼𝐼𝑁𝑁, 𝐷𝐷�𝑖𝑖𝑖𝑖 = ∑ �̃�𝐴𝑖𝑖𝑖𝑖𝑖𝑖  (7) 
GCN can be divided into two main algorithms, spatial graph convolution network and 

spectral graph convolution network. We will focus on spectral convolution. For the signal 𝑥𝑥 ∈
𝑅𝑅𝑛𝑛, with the symmetric normalized Laplacian 𝐿𝐿 = 𝐼𝐼𝑁𝑁 − 𝐷𝐷−12𝐴𝐴𝐷𝐷−12, to be Fourier transformed, 
orthogonal matrix 𝑈𝑈 = (𝑢𝑢�⃗ 1,𝑢𝑢�⃗ 2,⋯ ,𝑢𝑢�⃗ 𝑛𝑛), which is the matrix of eigenvectors of 𝐿𝐿, is used to 
combine 𝑥𝑥 linearly. In Laplace matrix 𝐿𝐿’s decomposition: 𝐻𝐻𝑙𝑙+1. The Fourier transform is a 
process which can split a function e.g. 𝑖𝑖(𝑡𝑡) satisfying certain conditions into the sum of 
countless sine waves which possess various frequencies or linear combination of integral 
forms, which has been used widely in signal processing. 

 𝐹𝐹(𝜔𝜔) = 1
2𝜋𝜋 ∫ 𝑖𝑖(𝑡𝑡)𝑒𝑒（−𝑖𝑖𝑖𝑖𝑡𝑡）∞

−∞ 𝑑𝑑𝑡𝑡 (8) 

where 𝐹𝐹(ω) denotes the coefficient of a wave with angular frequency ω, which can be 
seen as the coordinate on the corresponding base of ω, when function 𝑖𝑖(𝑡𝑡) is projected to 
basis function  𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡 . For several forms of Fourier transform, Discrete-time Fourier series 
(DFS) is that the Fourier transform takes a discrete form in both the time and frequency 
domains in which the coefficient series is periodic. For a sequence y(n) with a period 𝑁𝑁, its 
discrete Fourier series expansion is, 

 𝑦𝑦(𝑛𝑛) = ∑ 𝑐𝑐𝑐𝑐𝑒𝑒𝑖𝑖2𝜋𝜋
𝑘𝑘
𝑁𝑁𝑛𝑛𝑁𝑁−1

𝑘𝑘=0  (9) 
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Since the graph structure is not a standard discrete Fourier transform, it is derived by 
analogy with this definition. The Fourier transform is a projection based on the eigenvectors 
of the Laplace operator, then the graph Fourier transform is a projection based on the 
eigenvectors of the Laplace matrix. Signal 𝑥𝑥 ∈ 𝑅𝑅𝑛𝑛 can be expressed as a linear combination 
of Laplace's eigenvectors: 
 𝑥𝑥 = 𝑥𝑥�(𝜆𝜆1)𝑢𝑢�⃗ 1 + 𝑥𝑥�(𝜆𝜆2)𝑢𝑢�⃗ 2 + ⋯+ 𝑥𝑥�(𝜆𝜆𝑛𝑛)𝑢𝑢�⃗ 𝑛𝑛 (10) 

where,  𝑥𝑥�(𝜆𝜆𝑛𝑛) is Fourier coefficient.  𝑥𝑥� represents 𝑥𝑥’s signal in spectral domain. Thus, 
we get the definition of the inverse Fourier transform and Fourier transform on graph: 
 𝑥𝑥 = 𝑈𝑈𝑥𝑥�, 𝑥𝑥� = 𝑈𝑈𝑇𝑇𝑥𝑥     (11) 

For the convolution kernel 𝑔𝑔𝜃𝜃 , we also convert it to the spectral domain. Thus, the 
convolution in graph can be defined by analogy with the traditional convolution definition: 

 𝑔𝑔𝜃𝜃 ∗ 𝑥𝑥 = 𝑈𝑈((𝑈𝑈𝑇𝑇𝑔𝑔) ⊙ (𝑈𝑈𝑇𝑇𝑥𝑥)) = 𝑈𝑈𝑔𝑔𝜃𝜃(Λ)𝑈𝑈𝑇𝑇𝑥𝑥 (12) 
 
where 𝑔𝑔𝜃𝜃(𝛬𝛬) is the convolution kernel, 𝜃𝜃 is the convolution kernel parameter that the 

model needs to learn. The whole convolution is the original signal is Fourier transformed to 
the spectral domain, in which convoluted with the convolution kernel, and then reduced to the 
spectral domain by doing the inverse Fourier transform. However, this approach is 
computationally intensive. A truncated expansion in terms of Chebyshev polynomials 𝑇𝑇𝑘𝑘(𝑥𝑥) 
up to 𝐾𝐾𝑡𝑡ℎ order can accurately approximate the value of 𝑔𝑔𝜃𝜃(Λ) by Hammond et al. (2011). 
By this method, the convolution definition can be updated: 

 𝑔𝑔𝜃𝜃 ∗ 𝑥𝑥 = ∑ 𝜃𝜃𝑘𝑘𝑇𝑇𝑘𝑘(𝐿𝐿�)𝑥𝑥𝐾𝐾
𝑘𝑘=0  (13) 

 
where 𝐾𝐾  is the parameter of convolution kernel. 𝜃𝜃𝑘𝑘  is now a vector of Chebyshev 

coefficients. 𝐿𝐿� = 2
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚𝑁𝑁

 is the normalized Laplacian matrix. 𝜆𝜆𝑚𝑚𝑚𝑚𝑥𝑥  is the maximum 

eigenvalue of 𝐿𝐿 . Specially, 𝐾𝐾 = 1 , 𝜆𝜆𝑚𝑚𝑚𝑚𝑥𝑥 , after re-normalization trick Eq. (11) can be 
transformed into: 

𝑔𝑔𝜃𝜃 ∗ 𝑥𝑥 = 𝜃𝜃(𝐷𝐷�−
1
2�̃�𝐴𝐷𝐷�−

1
2)𝑥𝑥                       (14) 

The final fast graph convolution definition is obtained after adding the activation function: 

 𝐻𝐻(𝑙𝑙+1) = 𝑖𝑖(𝐻𝐻𝑙𝑙 ,𝐴𝐴) = 𝛿𝛿(𝐷𝐷�−
1
2�̃�𝐴𝐷𝐷�−

1
2𝐻𝐻(𝑙𝑙)𝑊𝑊(𝑙𝑙))   (15) 

where 𝐻𝐻(𝑙𝑙) ∈ 𝑅𝑅𝑁𝑁×𝐷𝐷�×𝐿𝐿� , 𝑁𝑁  is the number of tourism nodes, 𝐷𝐷�  represents the feature 
dimension of nodes, and 𝐿𝐿�  represents the sequence length. 

4. Case Study and Result 

4.1 Case study region in Nanjing, China 

Nanjing is the capital of Jiangsu Province, located in eastern China and the lower reaches of 
the Yangtze River (Fig. 5). Affected by subtropical monsoon climate, Nanjing has four seasons 
with distinct characteristics. As a crucial node city in the Yangtze River Delta, Nanjing is an 
important gateway connecting the central and western regions, with developed regional 
transportation and high level of economic development. At the same time, as the ancient 
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capital of the Six Dynasties, Nanjing has a long history and has many historical and cultural 
landscape resources and natural landscape resources. It is a city suitable for tourism and 
attracts tourists at home and abroad. Therefore, this paper takes Nanjing as a case site of 
tourism study, investigating into the network structure of tourism flow, hoping to provide some 
basis for the future construction and development of Nanjing tourism. 

Fig. 5. Distribution of attractions in Nanjing, China. 

4.2 Data acquisition  

This paper uses the web scraping software "Octoparse" to collect the travel diaries of Nanjing 
released by tourists who tour around Nanjing on the Mafengwo website. Mafengwo.cn 
(http://www.mafengwo.cn/) is a leading travel search engine and entertainment community in 
China used more by the young generation. It is one of the largest Chinese social media sharing 
platforms for online travel diaries. The data from Mafengwo.cn has been applied to the study 
of post replying behavior [40], tourists’ behavior [41], and co-visitation network [42]. 

In the actual collection, enter "Nanjing" on the travel diaries page of the Mafengwo 
website, and arrange the searched travel diaries of Nanjing according to the latest update time. 
This paper studies the tourism digital footprint of Nanjing in recent one year. Considering the 
time difference between the release time of tourists and the actual travel time, the published 
travel diaries from July 1, 2017 to August 1, 2018 are selected for data collection. 1994 travel 
diaries are collected and screened in Excel, and 670 travel diaries meets the research standards 
are finally counted. Screening criteria of travel diaries are: (1) the authors of travel diaries 
must be non-local independent tourists visiting Nanjing; (2) the travel diaries should be able 
to reflect the complete footprint journey; (3) photos and description are needed in the travel 
diaries to verify the authenticity of the footprints; (4) the travel diaries should reflect the 
specific travel time and duration of stay, and the travel time should be between July 1, 2017 
and July 1, 2018. 
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4.3 Temporal characteristic analysis 

4.3.1 Analysis on travel time  

After processing the statistics, it is found that there are obvious seasonal characteristics as for 
the travel time of non-local independent tourists in Nanjing, shown in the changing curve in 
Fig. 6. The sample data shows there are two obvious tourism peaks in October 2017 and April 
2018, and more independent tourists pay visits to Nanjing in springs and autumns. A possible 
explanation is that Nanjing has a changeable climate that spring and autumn is shorter 
compared to winter and summer. It is not a very comfortable holiday city. In April, the weather 
turns warmer and the climate is more comfortable. At the same time, it coincides with 
International Labour Day and Tomb Sweeping national holiday, during which time tourists 
have leisure time to travel. In October, the climate is slowly cool, and promoted by the National 
Day Golden Week, the number of tourists gradually increases. After the Golden Week, the 
number of tourists decreases slowly as the temperature gradually becomes cold. The overall 
number of tourists is greatly limited by leisure time and the climate change. 

 
Fig. 6. Travel time of domestic independent tourists in Nanjing. 

 

4.3.2 Analysis on duration of stay 

The analysis (Fig. 7) shows that the stay time of non-local independent tourists in Nanjing 
ranges from 1 day to 10 days, and the average length of stay time is 2.88 days. Among them, 
the proportion of samples staying for 1~3 days, 4~5 days, 6~7 days and more than seven days 
in the total samples are 77.16%, 20.15%, 2.24% and 0.45% respectively. The number of 
tourists staying for three days is the largest, accounting for 37.61% of the total, which is 
consistent with the average length of stay in Nanjing. Most independent tourists stay in 
Nanjing for 1~5 days, with a short average stay time. 

javascript:;
javascript:;
javascript:;
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Fig. 7. Length of stay time of non-local independent tourists in Nanjing. 

4.4 Spatial Characteristic Analysis 

In the process of extracting actual footprints, it is found that tourists have gone to many 
unconventional tourist attractions, such as IBRAIRIE AVANT-GARDE, Lion Bridge, 
Xinjiekou, etc. Meanwhile, some colleges and universities in Nanjing have also tun into tourist 
attractions. In order to ensure the integrity of the tourism flow footprint, these unconventional 
scenic spots are also classified together with traditional tourist attractions as "Tourism node". 
For Example, the author finds that tourists who visit the Confucius Temple will also normally 
go to the Wuyi Lane, Imperial Examination Museum of China and other places, so they are 
merged into Confucius Temple node. While tourists going to Pukou Railway Station will 
generally pass through Zhongshan Wharf and Pukou Wharf, so they are merged into the Pukou 
Railway Station node.  

According to statistics (Table 1), there are altogether 53 tourism nodes in the travel diaries 
sample. The top 20 nodes ranked in the order of frequency of occurrence are as follows. There 
are 13 nodes with frequency greater than 20%, 7 nodes with frequency greater than 10% but 
less than 20%, and the frequencies of the other 33 tourism nodes are less than 10%, and most 
of them are less than 3%, showing obvious long-tail characteristics. The preliminary results 
show that 13 tourism nodes with a frequency of more than 20% can be regarded as the core 
tourism nodes in Nanjing, among which the Sun Yat-sen Mausoleum, Ming Xiaoling 
Mausoleum and Meiling Palace constitute Zhongshan tourism area, the Xuanwu Lake, Jiming 
Temple and Nanjing Presidential Palace constitute central urban tourism area, and the 
Confucius Temple and Old East Gate constitute Confucius Temple-Qinhuai tourism area. This 
is basically consistent with Jin Cheng's finding that Nanjing scenic spots are mainly divided 
into three systems: the Sun Yat-sen Mausoleum, Confucius Temple and central urban scenic 
spot system. In addition to these landmark scenic spots in Nanjing, the tourism flow of 
IBRAIRIE AVANT-GARDE (Wutaishan head office) - Nanjing University - Southeast 
University attracts more young people who pursue a sense of cultural experience, while as an 
old CBD area, Xinjiekou, like Confucius Temple, is a tourism node where tourists would 
rather visit at night. 
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Table 1. Ranking of tourism node frequency and probability statistics. 
Serial 

number 
Tourism node Frequency 

Probability 

(%) 

Serial 

number 
Tourism node Frequency 

Probability 

(%) 

1 Confucius Temple 486 72.54% 11 Xinjiekou 164 24.48% 

2 
The Sun Yat-sen 

Mausoleum 
312 46.57% 12 Meiling Palace 152 22.69% 

3 
Nanjing Presidential 

Palace 
308 45.97% 13 

The Nanjing 

Circumvallation 
136 20.30% 

4 Nanjing Museum 260 38.81% 14 
Nanjing 

University 
109 16.27% 

5 Old East Gate 240 35.82% 15 1912 Block 97 14.48% 

6 Jiming Temple 233 34.78% 16 Line Friends 77 11.49% 

7 Xuanwu Lake 231 34.48% 17 Zhanyuan Garden 76 11.34% 

8 
Ming Xiaoling 

Mausoleum 
227 33.88% 18 Lion Bridge 76 11.34% 

9 

The Memorial Hall 

of the Victims in 

Nanjing Massacre by 

Japanese Invaders 

207 30.90% 19 Linggu Temple 70 10.45% 

10 
IBRAIRIE AVANT-

GARDE 
188 28.06% 20 

Southeast 

University 
68 10.15% 

4.5 Model evaluation metrics 

In this paper, mean absolute error (MAE) and root mean square error (RMSE) are adopted as 
the evaluation indexes of the prediction model, and the specific calculation formula is as 
follows: 

 𝑀𝑀𝐴𝐴𝐸𝐸 = 1
𝑛𝑛
∑ |𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖|𝑛𝑛
𝑖𝑖=1  (16) 

 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸 = �1
𝑛𝑛
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2𝑛𝑛
𝑖𝑖=1  (17) 

where 𝑛𝑛 is the number of samples, 𝑦𝑦𝑖𝑖 is the true value and 𝑦𝑦�𝑖𝑖 is the predicted value. 
MAE and RMSE are used to reflect the deviation between the predicted value and the real 
value. The smaller the MAE and RMSE values are, the better the prediction performance of 
the model is. We compare the model used in this paper with other models. The performance 
comparison results with other models are shown in Table 2. In the data set extracted from 
travel diaries, our model is slightly better than other benchmark models in accuracy. We have 
minimal MAE and RMSE. Fig. 8 shows the predicted results of our dataset using different 
models. The fitting degree of our model and STGCN model is better, and the error between 
predicted value and real value is the smallest. The fitting effect of LSTM and DCRNN is 
relatively poor. 
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Table 2. RMSE and MAPE values for different models. 

Model MAE (person-time) RMSE (person-time) 

Our Model 5.43 6.63 

STGCN 5.56 6.78 

LSTM 5.83 7.12 

DCRNN 5.74 6.95 
Note: STGCN: Spatio-temporal graph convolutional networks: A deep learning framework for traffic forecasting. 
LSTM: Long short-term memory. DCRNN: Diffusion convolution recurrent neural network. 

 

 
Fig. 8. The true values of tourist flow recorded in the tourist diary from August to July of the next year 

in Nanjing was compared with the predicted values of each model. 
 
 

4.6. Analysis of tourist flow prediction results 

Fig. 9 shows the prediction results of tourist flows of Confucius Temple, Sun Yat-sen 
Mausoleum and Yuhuatai Scenic Spot in Nanjing according to the tourism diary data, and 
compares them with the actual values. The popularity of these three scenic spots is divided 
into three levels, which is convenient to analyze the model prediction results more clearly. The 
model is more accurate in predicting the trend of passenger flow with seasonal changes.  
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Fig. 9. Comparison of predicted and real tourist flow of Confucius Temple, Sun Yat-sen Mausoleum 

and Yuhuatai scenic spots. 

Fig. 10 provides a visual representation of the predicted flow of visitors to attractions in 
Nanjing. Confucius Temple is a very popular attraction and the destination of tourists going 
out from Confucius Temple is scattered in several other attractions. Sun Yat-sen Mausoleum 
is a famous attraction with the characteristics of the Republic of China, visitors who come here 
to visit have a certain interest history of the Republic of China, so visitors can be seen flowing 
from Sun Yat-sen Mausoleum to such Republic of China buildings as 1912 Block and Meiling 
Palace. 

 
Fig. 10. Tourist flow map of scenic spot. 
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In a stable external environment, the other four characteristics of tourism nodes: historical 
popularity, landscape area, distance to city center and month popularity, have very weak 
temporal and spatial dependence, and the results after model processing do not change from 
before. Fig. 11 shows the hierarchical heatmap of some scenic spots in Nanjing. The historical 
popularity, landscape area, and the distance to city center and month popularity is divided into 
1 to 10 levels. 

 
Fig. 11. Hierarchical heatmap. 

Our current predictions and verification are based on the travel diaries of Nanjing released 
by tourists who tour around Nanjing on the Mafengwo website. But its application in real life 
can provide convenience to tourists and help plan the development of tourism. For example, 
as shown in Fig. 12, our model can be applied to predict the tourist flow of tourist attractions 
on every day of a year or in each time period of a day, so as to save tourists unnecessary 
crowding and a lot of queuing time. At the same time, it can also play an important role in 
traffic planning. 

 

Fig. 12. Daily tourist flow forecast. 
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5. Conclusion and Discussion 

In this paper, a spatio-temporal convolutional network model is constructed to obtain the 
spatio-temporal dependence relationship to predict the tourist flow of tourism nodes. The 
results show that compared with STGCN neural network used for traffic prediction, the model 
used in this paper is more suitable for tourism node tourist flow prediction, and has better 
performance in terms of prediction accuracy. Hence, in the era of big data, tourism is also 
developing in the direction of popularization and networking. Through the collection and 
statistics of tourism digital footprints, it can yet be regarded as a renewed research method to 
obtain the most direct data from large number of samples and big data, and then study the 
changing characteristics of tourism flow or tourists' temporal and spatial behaviors. Since 2020, 
the tourism industry has stagnated due to the normalized impact of the global COVID-19. How 
to scientifically predict the destination tourism flow is more important for the development of 
the local tourism industry. There are still some deficiencies in this study. For example, in terms 
of data sets, our paper only collects the travel diaries of domestic tourists in Nanjing, but does 
not collect the foreign tourists’. In the next step, it is necessary to expand the collection scope 
for experimental verification, so as to improve the prediction model. 
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